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Abstract: 
This study aims to elucidate the role of the state as the primary actor in managing the extensive use of 
Artificial Intelligence (AI) in the realm of da’wah (calling others to practice the teachings of Islam), 
which has both positive and negative consequences. The identified negative impacts include the 
delegitimization of religious teachings and the authority of religious figures. This research utilizes a 
literature review approach, collecting and analyzing data from various sources such as books, websites, 
articles, and newspapers related to the application of AI in da’wah. The findings indicate that state 
intervention is crucial in regulating AI use through three main mechanisms: first, regulation; second, 
strengthening the roles of relevant actors; and third, supervision. Without proper regulation, the use of 
AI in da’wah can become unmanageable, leading to disinformation and the erosion of authoritative 
references. Therefore, this study underscores the importance of state involvement in ensuring that AI is 
employed ethically and effectively to support da’wah activities in Indonesia. These findings affirm that 
the state must actively regulate AI to maintain the integrity of religious teachings and the authority of 
religious figures, as well as to fully harness the positive potential of AI in the context of da’wah. 
 
Keywords: AI in Da’wah, Role of the State, Delegitimization of Religion, Supervision, 
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INTRODUCTION 

The use of Artificial Intelligence (AI) in the field of da’wah (calling others to 

practice the teachings of Islam) is expanding, presenting new opportunities for 

disseminating religious teachings while also posing significant challenges (Tahir, 2023). AI 

facilitates faster and broader dissemination of da’wah messages, reaching a larger audience 

through various digital platforms (Saleh et al., 2022). However, alongside these benefits, 

there are critical issues to address, such as the delegitimization of religious teachings and 

figures (Mael & Ashforth, 2001). This delegitimization arises from misinterpretations and 

uncontrolled dissemination of information by AI, which can obscure the meaning of 

religious teachings. Additionally, reliance on AI can diminish the essential role of religious 

figures in providing authoritative explanations and guidance. Therefore, maintaining the 
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integrity of religious teachings and the authority of religious figures in the digital era 

requires special attention (Kiritchenko et al., 2021). 

Although extensive research has been conducted on AI in various sectors, the 

specific role of the state in regulating AI in the context of da’wah is rarely discussed. Most 

existing research focuses more on technological aspects (Popkova & Gulzat, 2020), such as 

how AI can enhance the efficiency and effectiveness of da’wah message dissemination. 

Additionally, much research addresses the ethical aspects of AI (Rakowski et al., 2021), 

including the social and moral impacts of AI use in daily life (Hagerty & Rubinov, 2019). 

However, few studies explore how state regulation and intervention can address the 

challenges arising from the use of AI in da’wah. This indicates a gap in the literature that 

needs to be filled with more in-depth research on the state's role in this context. 

The methodology of this research employs a literature review approach to collect 

and analyze data from various sources, including books, articles, websites, and newspapers 

relevant to the utilization of AI in da’wah. This study focuses on identifying the positive 

and negative impacts of AI in the context of da’wah and the role of the state in addressing 

these challenges (Jesson et al., 2011). Data analysis is conducted qualitatively by reviewing 

existing literature to identify patterns, themes, and gaps in previous research. This approach 

enables researchers to understand how regulation, strengthening of actor roles, and state 

supervision can contribute to the ethical and effective use of AI in da’wah. Additionally, 

the study considers the ethical and social perspectives of AI usage, as well as the 

importance of collaboration between the government, religious figures, and technology 

providers. The validity of the findings is maintained through data and method 

triangulation, as well as discussions with experts in the fields of AI and religion. Through 

this methodology, the research aims to provide comprehensive guidance for policymakers 

in regulating the use of AI in the field of da’wah (Onwuegbuzie et al., 2012). 

This study aims to explore the state's role in managing the impact of AI on da’wah, 

ensuring its positive potential is harnessed while minimizing negative effects. By examining 

various forms of state intervention, such as regulation, strengthening actors, and 

supervision, this study hopes to provide clear guidance for policymakers (Kuziemski & 

Misuraca, 2020). The research also aims to identify best practices that can be applied to 

regulate the use of AI in da’wah. Moreover, this study seeks to highlight the importance of 

collaboration between the government, religious figures, and technology providers in 

creating a healthy and responsible da’wah ecosystem. Thus, it is hoped that this research 

can contribute to the development of more comprehensive and effective policies in the 

context of AI and da’wah. 

The argument presented in this study is that the state's role is crucial in regulating 

AI in da’wah through regulation, strengthening actors, and supervision. Regulation is 

necessary to establish clear boundaries and guidelines for AI use, preventing misuse and 

ensuring that AI is used ethically (Smuha, 2021). Strengthening actors, including religious 

figures and da’wah institutions, is needed to ensure they have the capacity and resources to 

adapt to AI technology (Yusuf & Boletbekova, 2022). Effective supervision is required to 
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monitor and enforce regulations, as well as to address potential violations. With proper 

state intervention, it is expected that the negative impacts of AI can be minimized while its 

positive potential can be maximized to support more effective and responsible da’wah 

(Amodei et al., 2016). 

 

DISCUSSION 

The Integration of Artificial Intelligence in Da’wah: The Role of the State and 

Multidimensional Challenges 

Preaching (da’wah) refers to the active and purposeful effort to spread the 

teachings of Islam and invite others to embrace and practice its principles. This religious 

duty goes beyond imparting knowledge, aiming to foster a deep spiritual and moral 

connection within the community (Azlan et al., 2020). A preacher, acting as a da’i, must 

embody Islamic values, demonstrating sincerity, compassion, and wisdom. The 

effectiveness of da’wah hinges on the preacher’s ability to communicate complex religious 

concepts in a way that is accessible and relevant to the audience's social and cultural 

context. This involves understanding the unique challenges and needs of the community 

and addressing them through Islamic teachings. Ethical conduct is paramount; the preacher 

must uphold the highest standards of integrity and respect, avoiding any form of coercion 

or manipulation. The goal of da’wah is not merely to convert but to inspire a voluntary and 

genuine transformation in belief and behavior. Thus, a preacher's role in da’wah is both as 

a spiritual guide and a community leader, working tirelessly to nurture faith and uphold the 

purity of Islamic teachings. Ultimately, successful da’wah fosters a harmonious and 

righteous society, grounded in the principles of justice, compassion, and devotion to God 

(Chen & Dorairajoo, 2020). 

Da’wah is an essential component of Islam, aimed at conveying religious teachings 

and guiding the community towards righteousness. Scholars such as Al-Ghazali emphasize 

the importance of ethics in da’wah, while Yusuf al-Qaradawi highlights the need for 

approaches relevant to social and cultural contexts. Da’wah is seen as a continuous effort 

to maintain the faith of the community and preserve the purity of Islamic teachings from 

deviations. It must be conducted with a deep understanding of religious teachings and the 

social conditions of the community (Al-Qaradawi, 1992; Casewit, 2020). 

The use of Artificial Intelligence (AI) in da’wah is becoming increasingly 

widespread with the advancement of digital technology. Digital platforms such as chatbots 

and mobile applications are being utilized to disseminate da’wah messages more efficiently. 

However, the use of AI in da’wah also poses several risks, such as the spread of inaccurate 

information and the loss of authority of religious figures. For instance, AI can deliver 

da’wah messages rapidly, but without proper oversight, the information conveyed might be 

incorrect or misleading. Therefore, a thorough study on the benefits and challenges of 

integrating AI technology in da’wah, encompassing comprehensive ethical, technological, 

and theological reviews, is necessary (Campbell & Tsuria, 2021). 
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The integration of AI in da’wah offers significant benefits, such as increased 

accessibility to religious information and wider dissemination of da’wah messages. AI can 

help reach a larger and more diverse audience through digital platforms. For instance, 

chatbots can provide quick answers to religious questions, while mobile applications assist 

users in learning the Quran more easily. However, there are pitfalls to be aware of, such as 

the neglect of the crucial role of religious figures in providing authoritative explanations. 

Uncontrolled use of AI can lead to the spread of invalid information, ultimately damaging 

the integrity of religious teachings. Therefore, it is important to critically assess the benefits 

and challenges of using AI for da’wah (Andriansyah, 2023). 

 

The Role of State Regulation in AI-Driven Da’wah 

Regulation 

Artificial Intelligence (AI) offers numerous benefits but also presents potential 

dangers that must be addressed. One of the primary threats is mass unemployment and 

social disparity, as AI can replace human jobs in various sectors such as manufacturing and 

agriculture (Howard, 2019). Additionally, autonomous AI can make decisions without 

human intervention, increasing the risk of fatal errors and misuse of technology 

(Nersessian & Mancha, 2020). Privacy and security are also at risk, as AI can collect and 

analyze vast amounts of personal data, leading to potential privacy violations and 

information manipulation (Manheim & Kaplan, 2019). Furthermore, bias and 

discrimination can emerge if AI training data is not representative or if algorithms contain 

unconscious biases. Although the European Union has proposed regulations to mitigate AI 

risks, their implementation remains a lengthy process (Mehrabi et al., 2022). Therefore, it is 

imperative to develop appropriate policies and prepare for the social and economic impacts 

of AI advancements. 

State involvement is pivotal in regulating AI in da’wah to ensure that its beneficial 

aspects are maximized while minimizing its adverse effects. The state can implement clear 

and strict regulations to control the use of AI, thereby preventing the dissemination of 

inaccurate or misleading information (Smuha, 2021). Effective regulation includes ethical 

standards, usage guidelines, and stringent oversight mechanisms. For instance, some 

countries have implemented policies requiring AI content verification by religious 

authorities before it is disseminated to the public. This helps ensure that the information 

spread through AI remains true to religious teachings (Ashraf, 2022). 

The state must continuously monitor AI technological advancements and adjust 

regulations accordingly (Girasa, 2020). Inadequate or inappropriate interventions can lead 

to significant negative impacts, including the spread of false information and the 

delegitimization of religious teachings. Therefore, the active and continuous role of the 

government in regulating AI is necessary to create a safe and controlled environment for 

da’wah. There is a logical relationship between state regulation and the prevention of the 

delegitimization of religious teachings (Bar‐Tal, 1990). Clear and firm regulation can help 
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control the spread of false information through AI, thereby preserving the authenticity and 

integrity of religious messages. 

Effective regulation in the use of AI for da’wah must also consider the complex 

ethical and social dimensions (De Almeida et al., 2021). The implementation of AI in 

da’wah impacts not only the dissemination of religious information but also the social 

dynamics and power relations within the community. With stringent regulations, the state 

can ensure that AI is used responsibly, respects individual rights, and does not exacerbate 

social injustices. For example, policies governing the use of personal data in AI applications 

for da’wah must ensure that such data is used securely and not misused for commercial or 

political purposes. Good regulation should also include grievance mechanisms and 

protections for individuals who feel harmed by the use of AI in religious contexts 

(Latonero, 2018). 

Moreover, AI regulation in da’wah needs to be dynamic and adaptive to rapid 

technological changes. AI technology evolves quickly, and rigid and inflexible regulations 

may not be able to address new challenges that arise with technological advancements. 

Therefore, regulations should be designed to be periodically updated based on continuous 

evaluations of the impact of AI use (Yang & Li, 2018). The state needs to establish 

regulatory bodies responsible for monitoring AI technological developments and providing 

relevant regulatory recommendations. With this adaptive approach, regulations can remain 

effective in protecting society and ensuring that AI is used for positive purposes in da’wah. 

Regulation must also address the educational aspects and capacity-building of AI 

users in da’wah. Without adequate understanding of how AI works and its potential risks, 

users may not be able to utilize this technology optimally and ethically (Wischmeyer & 

Rademacher, 2020). Therefore, the state should support training and education programs 

aimed at enhancing AI literacy among religious leaders and the general public. These 

programs should include technical training on the use of AI tools, as well as ethical 

education on the social and moral implications of AI use in da’wah. By increasing AI 

literacy, the community can be better prepared to face the challenges posed by this 

technology and harness its benefits responsibly. 

Finally, AI regulation in da’wah must ensure transparency and accountability in the 

use of this technology. Users of AI in da’wah should be required to disclose how the 

technology is used and what data is collected. This transparency is crucial for building 

public trust in the use of AI in da’wah and preventing the misuse of technology. 

Additionally, accountability mechanisms must be implemented to ensure that any violations 

of AI regulations can be quickly identified and addressed. With transparency and 

accountability, regulations can more effectively govern the use of AI in da’wah and ensure 

that this technology is used to strengthen, rather than weaken, religious messages. 

 

Strengthening the Role of Relevant Actors 

This study finds that factors such as digital literacy, technology access, and 

infrastructure support significantly influence the effectiveness of AI use in da'wah. The 
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state can enhance digital literacy through education and training programs and expand 

technology access by building adequate digital infrastructure. Additionally, the state can 

develop policies that support the ethical and responsible development of AI in the context 

of da'wah (Kosasi et al., 2023). The state's involvement is crucial in creating a balanced 

environment where AI can be used effectively without undermining religious teachings. 

The state can encourage collaboration between technology providers, religious 

leaders, and educational institutions to develop AI solutions that meet da'wah needs. This 

process requires good coordination among various parties to ensure that AI technology is 

used responsibly and effectively in supporting da'wah activities (Saveliev & Zhurenkov, 

2021). 

The role of relevant actors in AI-driven da'wah is crucial to ensure that this 

technology is used ethically and effectively. Religious leaders and scholars play a key role in 

guiding the community on how to use AI wisely in religious contexts. With a good 

understanding of AI, they can provide appropriate guidance to the community and ensure 

that the use of AI aligns with religious teachings. Therefore, training and education for 

religious leaders and scholars about AI technology is essential. These programs should 

include technical knowledge about how AI works and the ethical and theological 

implications of its use in da'wah (Graves, 2022). 

Moreover, collaboration between religious leaders and technology providers is key 

to developing AI applications that align with religious values. Technology providers should 

work closely with religious leaders and institutions to ensure that the content generated by 

AI is not only accurate but also aligns with religious principles (Robinson, 2020). This 

process involves dialogue and close cooperation between both parties to identify needs and 

concerns and find solutions that are acceptable to the religious community. This 

collaboration can also help reduce resistance to new technology and increase acceptance 

among the community. 

Furthermore, educational institutions play an important role in supporting the use 

of AI in da'wah. Educational institutions, especially those focused on Islamic studies and 

technology, can develop curricula that integrate knowledge about AI and its practical 

applications in da'wah. This curriculum should include technical, ethical, and theological 

aspects of AI use, as well as case studies on the application of AI in religious contexts. 

Thus, graduates from these educational institutions will be prepared to adopt and utilize AI 

technology in their da'wah activities. 

The state can also facilitate and encourage research on the use of AI in da'wah. This 

research can provide valuable insights into how AI can be used effectively and ethically in 

various religious contexts. Government support in the form of research funding, 

scholarships, and research facilities can encourage more academics and practitioners to 

explore the potential and challenges of AI use in da'wah. The results of this research can be 

used to inform policy and best practices, as well as to develop evidence-based AI usage 

guidelines that align with religious values (Brattberg et al., 2020). 
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Strengthening the role of relevant actors also involves empowering the community 

to participate in the development and use of AI. The community should be given the 

opportunity to engage in discussions and decision-making related to the use of AI in 

da'wah. This participatory approach can help ensure that AI technology truly meets the 

community's needs and expectations and reduces the risk of resistance and mistrust. 

Through inclusive and participatory dialogue, the community can feel more involved and 

invested in the use of AI for da'wah (Tomašev et al., 2020). 

Finally, it is important to build networks and partnerships among various 

stakeholders in the use of AI for da'wah. These networks can include religious leaders, 

technology providers, educational institutions, government, and the community. Through 

these networks, stakeholders can share knowledge, resources, and best practices and 

collaborate to address challenges and leverage opportunities offered by AI. These networks 

can also serve as platforms for advocacy and policy development, ensuring that all voices 

are heard and considered in the decision-making process. Thus, the use of AI in da'wah can 

be managed holistically and sustainably, providing maximum benefits for society. 

 

Supervision 

Studies on the dangers of AI in the context of da’wah show that the use of this 

technology can amplify negative impacts if not properly regulated. According to Merlyna 

Lim, AI has the potential to disseminate false information and hate speech more broadly 

and rapidly compared to conventional methods (Lim, 2013). Ahyar Muzayyin also asserts 

that AI can be misused to spread extremist propaganda, which is inconsistent with religious 

teachings (Yoo et al., 2016). Data from the Central Statistics Agency (BPS) indicate a 

significant increase in the number of hoaxes and hate speech distributed through social 

media platforms, which also utilize AI (KOMINFO, 2023). This situation underscores the 

need for strict regulation to ensure that AI technology is used ethically and does not 

threaten the integrity of religious teachings. 

Evidence shows that while AI can enhance the efficiency of da’wah activities, it also 

poses risks such as the potential spread of misinformation. AI enables faster and wider 

dissemination of da’wah messages, reaching audiences that might be difficult to access 

through traditional methods. For instance, AI-based chatbots can provide instant answers 

to religious questions, and mobile applications can help users learn the Quran more easily 

(Biana, 2024). However, without proper oversight, AI can disseminate inaccurate or 

misleading information, which can obscure religious teachings and diminish the authority 

of religious figures. Therefore, it is crucial for the state to regulate AI use in da’wah to 

ensure the integrity of the messages conveyed. 

Effective regulation includes ethical standards, usage guidelines, and stringent 

oversight mechanisms. For example, some countries have implemented policies requiring 

AI content verification by religious authorities before it is disseminated to the public. This 

helps ensure that the information spread through AI remains true to religious teachings 

(Ashraf, 2022). The complexity of the relationship between AI and da’wah demonstrates 



 ISSN 1829-9903 (Print) 2541-6944 (Online) 

 

132 | Incorporating Artificial Intelligence.125-136 (Dewi & Hidayat) 

Volume 21 Nomor 2 2024 

how state intervention can address various external factors. This study found that factors 

such as digital literacy, technology access, and infrastructure support significantly influence 

the effectiveness of AI use in da’wah. The state can enhance digital literacy through 

education and training programs and expand technology access by building adequate digital 

infrastructure. Additionally, the state can develop policies that support the ethical and 

responsible development of AI in the context of da’wah (Kosasi et al., 2023). 

Public perception of AI in da’wah is greatly influenced by how this technology is 

introduced and integrated into religious practices. Trust in AI for da’wah can be enhanced 

through transparency, education, and the involvement of religious figures in the 

development and implementation of AI technology. These variables play a crucial role in 

determining the extent to which AI can be accepted and effectively used in da’wah. 

Effective supervision is a key element in ensuring that the use of AI in da’wah 

aligns with ethical principles and religious teachings. The state must establish a supervisory 

body responsible for monitoring and overseeing the application of AI technology in the 

context of da’wah. This body must have the authority to audit algorithms, evaluate content, 

and assess the social impact of AI use in da’wah. With strict supervision, the risks of 

spreading false information and hate speech can be minimized. Additionally, this 

supervisory body must be able to provide policy recommendations that are adaptive to 

technological developments, ensuring that regulations remain relevant and effective 

(Gabriel, 2020). 

In addition to establishing a supervisory body, it is also important to involve the 

community in the supervision process. The community can act as participatory supervisors, 

providing feedback and reporting violations or misuse of AI in da’wah. An easily accessible 

and transparent reporting system can increase community participation in maintaining the 

integrity of AI-driven da’wah. This approach not only strengthens supervision but also 

builds public trust in the use of AI in da’wah. When the community feels involved and 

heard, they will be more accepting and supportive of responsible AI use in a religious 

context (Shneiderman, 2020). 

Moreover, supervision should also include regular evaluation and assessment of the 

effectiveness and impact of AI use in da’wah. These evaluations should be conducted 

comprehensively, covering technical, ethical, and social aspects. Data from these 

evaluations can be used to improve and refine policies and practices in AI-driven da’wah. 

With regular assessments, the government and other stakeholders can ensure that AI use 

remains within the correct boundaries and provides maximum benefits to society. 

Evaluations also help identify and address new challenges that may arise with technological 

advancements, allowing supervision to be continuously enhanced and adapted to 

contemporary needs. 

 

CONCLUSION 

The findings from this study underscore the critical role of the state in regulating 

Artificial Intelligence (AI) to prevent potential negative impacts on da’wah. Without 
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appropriate government intervention, the use of AI in da’wah can pose various risks, 

including the spread of false information, the delegitimization of religious teachings, and 

the erosion of the authoritative role of religious leaders. Therefore, stringent regulation, the 

strengthening of the roles of da’wah actors, and effective supervision are essential steps 

that the state must take to ensure that AI is used responsibly and in accordance with 

religious values. 
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